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Abstract. We propose a strategy to prompt a vision foundation model
in order to address, in a few-shot learning mode, the segmentation of
individual trees in dense orchards from simple RGB images. The method
produces similar segmentation results to those of a classical supervised
segmentation method.
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1 Introduction

We focus on the segmentation of individual apple tree in dense orchards. Due to
the high density of such orchards, adjacent branches may be inter-wined which
makes instance tree segmentation a very challenging task. Most of the current
literature addresses this challenge by processing point clouds generated from
LIDAR data or point clouds generated from sets of RGB images [9, 18]. Very
recently, authors have tested the possibility to perform tree segmentation with a
single RGB image [6] based on classical supervised deep learning. In this article,
we propose to investigate this specific task with a prompt engineering approach
as depicted in the visual abstract of Fig. 1.

2 Related work

Prompt engineering arises as a new paradigm with various strategies depending
on the type of prompts and how they are used to boost few-shot learning [4,
10, 14, 15, 17]. Some specific prompt engineering strategies have been adapted
to various application domains, as recently seen in medical imaging [1]. Similar
approach is also deployed for plant imaging [2,3,8,11–13,16] but, to the best of
our knowledge, this has never been applied to tree segmentation.
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Fig. 1: Proposed workflow of individual tree segmentation. The trunk segmentation
algorithm is the Feature Pyramid Network (FPN) developed by [7] which is trained on
3611 segmented trunks. The tree segmentation algorithm is the SAM v1 by [5] which is
not fine-tuned but just used on a zero-shot learning mode based on prompts (5 points
with diamond shape) positioned just above each individual detected trunks.

3 Results

Instance segmentation by the workflow of Fig. 1 of the tested trees (861 trees
distinct from the 3611 used in the training of the trunk detection step) is assessed
using the Dice and the average precision (AP) metric plus variants as shown in
Table 1.

Table 1: Performance of the pipeline of Fig. 1 when using segment anything model
(SAM v1) with optimized prompt located just above the detected trunks.

SAM AP AP50 AP75 AP50:95 Dice
Unseen during training of the trunk detection 0.90 0.91 0.90 0.91 0.70 ± 0.16

Test Data from [6] 0.83 0.83 0.82 0.83 0.84 ± 0.06
Results from the supervised method of [6] – 0.99 0.99 0.84 –

4 Conclusion

We have proposed a prompt engineering pipeline leveraging on a foundation
model to tackle the difficult problem of individual apple tree segmentation in
dense orchards from sole RGB images. The performance, although below the
state-of-the-art for supervised learning, is competitive considering the zero-shot
nature of the segmentation tree step and demonstrates that LIDAR data may
not be necessary to segment the forefront rows of trees from the background.
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